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Abstract

Coverage of health interventions is a critical measure for the assessment of the perfor-
mance of health systems in achieving objectives such as improving population health
and reducing health inequalities. There are many different measures of coverage in the
literature. Following Shengelia et al. (2004), we define coverage as the probability that
an individual receives a health intervention conditional on having a need for it. One
implication of this definition is that, in order to measure coverage, one must have a way
of assessing health care need at the individual level. This paper proposes a method for
doing so by defining health care need on a probabilistic scale estimated from individual
responses to symptomatic screening items in a population survey setting. The informa-
tion in the set of respones to symptomatic items can be used to assess the likelihood that
an individual has a disease or condition. This, combined with information on diagnosis
and treatment, this can be used to derive a measure of coverage at the individual level
and aggegated to the population level.

1 Introduction

Delivery of health interventions to individuals in need is a critical pathway through which
health service provision can contribute to social objectives, such as improving population
health and reducing health inequalities. To this end, information on coverage of critical
health interventions is becoming a corner-stone in the assessment of health service provi-
sion function [68],[57],[50],[4],[37],[7]. Coverage is defined as the probability of receiving
an intervention conditional on the presence of a health care need. This definition is based
on three main premises: (a) the presence of a health care need being a precondition for
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receiving an intervention; (b) coverage being defined at the individual level; and (c) cover-
age being an ex ante concept, i.e., referring to the anticipation of a certain outcome of the
interaction between the individual and the health system when a health care need emerges
[57]. The concept of coverage can be extended to that of effective coverage by linking it to
health gains from a given intervention. Effective coverage is the ratio of the realized health
gain from an intervention to the potential health gain possible with the optimal perfor-
mance of providers and full adherence to treatment [57]. Aggregation of effective coverage
across several critical interventions will provide information on the extent of coverage for the
health system as a whole. The focus on health care needs and effective interventions makes
the measure of coverage much more concerned with potential health gain attainable in a
given health system, as opposed to the total volume of services delivered to the population.
Traditional measures of health service provision have not succeeded in maintaining link be-
tween the health care needs and the health systems response to those needs [58]. Existing
frameworks for measuring health service provision have been focused mainly on the type of
services used by population or certain dimensions of access, which limited their applicability
for cause-specific decomposition of the gaps between the potential and actual performance
of health service provision function. Using coverage as a metric of health service provision
helps overcome some of these limitations [57].

In order to determine coverage two key pieces of information are required: who needs the
intervention (the denominator) and among those who need the intervention, who received it
(the numerator). By describing the relationship between the denominator, the numerator,
and the socio-demographic characteristics of the individuals in the focus population, the
probability of receiving an intervention conditional on health care need can be estimated
[57],[46]. The accurate and precise identification of the denominator is key for the validity
of the coverage measure. This is because, by the very definition of coverage, the probability
of receiving the intervention is conditioned on the presence of the need for it. Measurement
of health care needs typically has been carried out by using such proxies as mortality, socio-
economic status and depravation, age, sex, and health service use [25]. For a variety of
reasons, these proxies suffer from validity, reliability, and comparability limitations [25].
For the measurement of coverage, health care needs have to be determined at the level of
the individual rather than at the population. One common practice so far has been the
expression of health care need in terms of prevalence of certain conditions in the population
[25]. While this provides a general picture of the magnitude of a health problem, it is not
sufficient for the measurement of coverage at the individual level. The numerator of the
coverage measure should capture the content of the intervention as precisely as feasible
within a given measurement design. For instance in the case of DTP3 vaccination the
numerator may include all children who have received three doses of the vaccine regardless
of the schedule of administration and the source of verification (card versus mothers’ recall).
Identification of the numerator through such an approach produced coverage estimates
referred to as crude coverage [63],[69]. The other approach is to define the numerator as only
valid vaccinations, i.e., vaccinations administered according to the recommended schedule
and documented by a health card. In the first case, the numerator does not distinguish
between valid — and by implication, effective — vaccinations and those that are invalid. In
the second case, the numerator captures only a subset of valid vaccinations and leaves out
those valid vaccinations that are not documented [63],[69],[12],[7]. Capturing the numerator
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could be more difficult for other more complex curative interventions. The denominator and
numerator are necessary but not sufficient for measuring coverage defined as a probability.
In order to predict coverage, a set of explanatory variables are required that ideally should
capture both health system features and individuals’ socio-demographic characteristics. By
modelling the relationship between the vector of covariates and the event of receiving the
intervention the parameter estimates for each covariate can be determined. These estimates
will be used afterwards for predicting coverage for those individuals who were not included
in the numerator.

Assessment of coverage typically has been carried out only in relation to a handful of
interventions targeted to normative health care needs of certain population groups, where
every individual equally needs the intervention in question [67],[40],[45],[66],[43],[44]. Such
interventions, more often than not, are of a preventive nature. There is no uncertainty in
determining health care need in these cases because the need is based on directly observable
objective criteria such as age, sex, exposure to risk factors, etc.. Examples include all
pregnant women needing antenatal care, all children requiring full immunization before
their first birthday, all children under age five needing to sleep under an insecticide-treated
bed net in malaria-endemic areas, etc.. Measurement of coverage for such health care
needs entails only estimating the probability of receiving the intervention among certain
population sub-group. The only challenge is to predict the probability of receiving the
intervention based on ex post information. However, when the health care need is not
determined by directly observable individual characteristics, the measurement of coverage
requires identification of health care need, the condition for receiving the intervention, in
the first place. To identify such health care needs with certainty would require sophisticated
clinical diagnostic procedures, or at least a qualified medical professional’s judgement. This
is practical only in a clinical setting. Using only the clinical information obtained from
health service statistics as a source of denominator for measuring coverage will introduce a
selection bias in the measurement, because the denominator will capture only the fraction of
the individuals with a health care need that had access to health services, whilst leaving out
those who still have unmet needs. In order to avoid the selection bias health care needs have
to be measured on the scale of the entire population. In population surveys, where clinical
diagnostic procedures are not feasible, one has to rely on more practical but possibly less
accurate tools to identify the presence of health care, at least in a probabilistic sense. It is a
serious challenge to define such a probabilistic denominator and relate it to the probability
of receiving the intervention. It is important to have a scientifically robust methodology for
identifying health care need in the population through surveys without losing information
due to imperfection of the tool for determining a health care need.

The purpose of this paper is two-fold. First, to generalize established approaches for
evaluating simple diagnostic tests to apply to identification of health care need using mul-
tiple survey items. This approach, which we call the probabilistic diagnosis scale (PDS),
yields for each individual a probability of diagnosis which can be used for both individual
level action or analysis and as an input to measuring coverage or effective coverage. Second,
the paper elaborates on methods to combine survey data on diagnosis and treatment with
probabilistic diagnosis to yield valid assessments of coverage.
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2 Determining Health Care Need

As mentioned in the previous section, the ability to measure health care need at the indi-
vidual level is a necessary input in the measurement of health system coverage. The mea-
surement of need for some interventions — such as those targeting all members of specific
population sub-groups — is straightforward. In other situations, however, the assessment of
need would require identification of the presence of a disease, health condition, or risk factor
at the individual level. For example, for depression the intervention or treatment should
target individuals who are truly depressed, and similarly for other diseases and conditions.
We elaborate two different ways of doing this: (a) using clinical diagnostic tests, and (b)
using symptomatic screening items in a survey setting. It is not practical to implement (a)
in a population setting hence our focus will be more on the latter approach. However, prior
to elaborating (b) we outline ways in which (a) can be used for smaller-scale analyses.

2.1 Diagnostic Tests

Ideally, the identification of health care needs in such cases would require a clinical diagnostic
test (or tests) on the basis of which the individual would be classified as having a health
care need or not. If information on the specificity and sensitivity of the diagnostic test(s) is
available, it is common practice to combine this with information on population prevalence
using Bayes’ theorem and to estimate the probability or likelihood that the individual has
a given disease or condition. Mathematically, Bayes’ theorem allows us to estimate the
probability that an individual i has a disease (D+i ) conditional on his/her performance on
K diagnostic tests Ti1, ..., TiK :

Pr(D+i |Ti1, ..., TiK) =
Pr(D+i ) · Pr(T+i1 , ..., T+iK |D+i )

Pr(D+i ) · Pr(T+i1 , ..., T+iK |D+i ) + [1− Pr(D+i )] · Pr(T+i1 , ..., T+iK |D−i )
.

Assuming independence of tests conditional on disease status, this expression can be rewrit-
ten as:1

Pr(D+i |Ti1, ..., TiK) =
Pr(D+i ) ·

KY
k=1

Pr(T+ik |D+i )

Pr(D+i ) ·
KY
k=1

Pr(T+ik |D+i ) + [1− Pr(D+i )] ·
KY
k=1

Pr(T+ik |D−i )
, (1)

where Pr(D+i ) is the population prevalence of the disease (the prior in Bayesian parlance).
Pr(T+ik |D+i ) is the probability of a positive result on test i conditional on truly having the
disease or condition (sensitivity of the test in epidemiological parlance). Pr(T+ik |D−i ) is the
probability of a positive test result in the absence of having the disease or condition (one
minus the specificity of the diagnostic test).

1Adjustments to the Bayesian approach can be made to allow for non-independence of multiple tests [16].
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It is neither feasible nor practical to implement clinical diagnostic tests in a household
survey setting. In such settings, symptomatic screening items have been used to assess the
presence of a disease or condition. This approach is discussed in the next sub-section.

2.2 Symptomatic Screening Items

In the previous sub-section, we briefly outlined methods that may be used to assess health
care need using clinical diagnostic tests. It is more practical, however, to use symptomatic
screening items rather than clinical diagnostic tests in a survey setting. What this en-
tails is asking respondents questions on prevalence of symptoms that are characteristic of
a given disease or condition. Responses to symptomatic items are then used to identify
individuals (and socio-demographic characteristics) that have high likelihood of having the
disease. Such symptomatic screening items have a long history of use in diagnosing condi-
tions such as angina, epilepsy, and depression, and have been used quite extensively in large
scale population studies [64],[26],[48][49],[29],[2],[65],[39],[5],[3],[38]. Table 1 is an example
of a nine-item screening instrument for large-scale epidemiological studies of epilepsy [53].
Symptomatic screening tools typically combine several items none of which have a partic-
ularly high sensitivity or specificity. Furthermore, usually not all the symptoms need to
be present for a given disease. Therefore, making inference about the presence of a disease
with a multiple-item symptomatic screening tool is often more challenging than with diag-
nostic tests. In terms of analysis of symptomatic screening data, we outline three broad
approaches that can be taken. These include: (a) the use of diagnostic algorithms, (b)
latent class analysis, and (c) probabilistic diagnostic scale. Each of these is discussed in
turn.

Table 1: Short symptomatic screening instrument for epilepsy

1. Have you ever had attacks of shaking of the arms or legs which you could
not control?

2. Have you ever had attacks in which you fall and become pale?
3. Have you ever lost consciousness?
4. Have you ever had attacks in which you fall with loss of consciousness?
5. Have you ever had attacks in which you fall and bite your tongue?
6. Have you ever had attacks in which you fall and lose control of your

bladder?
7. Have you ever had brief attacks of shaking or trembling in one arm or leg

or in the face?
8. Have you ever had attacks in which you lose contact with the surroundings

and experience abnormal smells?
9. Have you ever been told that you have or had epilepsy or epileptic fits?
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2.2.1 Diagnostic Algorithms

One mechanism for inferring the presence of a disease through multiple-item screening tools
is to use special diagnostic algorithms [13],[61],[31],[34],[47],[35],[15]. Typically, algorithms
use the set of responses to the multiple items to map individuals into two categories: those
having the disease or not. Most algorithms are developed using clinical judgement and are
sometimes combined with statistical criteria [60],[21],[32],[19],[11],[1]. If items in a screening
instrument are interrelated — i.e., if items are not conditionally independent — then algo-
rithms are often used to determine the combination of the items that ought to be endorsed
affirmatively in order to classify the respondent as being disease positive [55],[31]. When
the symptomatic items are independent, algorithm often take the form of specifying the
minimum number of items that need to be respondent to affirmatively in order to classify
a respondent as disease positive. Items in most symptomatic screening instruments are di-
chotomous or categorical in response. Methods for developing algorithms include setting a
minimum number of items (cutoff point), using a linear discriminant function, using logistic
regression, and classification tree approach, etc. [6]. Each of these models has its advantages
and disadvantages depending on the type of a screening instrument. The outcomes of these
models also differ: some are expressed as discrete numbers reflecting the number of items
in the instrument, others as outputs of linear or logistic regressions. Some are expressed in
terms of probabilities. Regardless of the nature of the outcome variable, a typical practice is
to set a decision threshold — a certain outcome value — which is used for mapping individuals
into “algorithm positive” and “algorithm negative” groups. The decision threshold can be
set using ROC curves. Setting different thresholds moves the point along the ROC curve
thereby trading off between sensitivity and specificity.

Validation studies of multiple-item screening instruments usually entails comparisons of
algorithms to a gold standard, as opposed to validating each symptomatic element compris-
ing the screening instrument. This explains the fact that validations studies rarely report
sensitivity and specificity separately for symptomatic items, but rather provide validity
characteristics of the entire instrument [1],[8],[23],[27],[41]. In this context, the sensitivity
of an instrument, for example, would mean the probability of being algorithm-positive given
the true presence of a disease. For instance, for the epilepsy items in Table 1, the algorithm
suggests classification of subjects as “positives” in the case of any three (or more) affirma-
tive answers out of nine. The authors report a sensitivity of 79.3% for the algorithm and a
specificity of 92.9% and a positive predictive value (PPV) — i.e., the probability of having
epilepsy given three or more positive responses — of 18.3% [53]. In addition, the authors
have kindly provided more detailed information about the sensitivity and specificity of each
of the nine items as well. These values are summarized in Table 2. As it can be seen, each
item has its own information value. In general, sensitivity of individual items tends to be
low, while specificity is reasonably high.

Information content about the presence of the disease determined by an algorithm can
vary depending on how the algorithm is developed. In general, the information content is
poor when the algorithm is determined based on the minimum number of symptoms present,
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Table 2: Validity of individual items of a symptomatic screening question for epilepsy

Question Sensitivity Specificity

1 16.7 89.0
2 15.0 88.6
3 16.7 91.0
4 19.2 90.2
5 30.4 94.4
6 34.1 87.8
7 13.1 86.2
8 13.3 86.8
9 40.1 89.3

as is the case in the example with epilepsy. Everyone who meets the threshold is classified
as positive, regardless of the combination of responses to different symptomatic items.
Each combination will have different sensitivity, specificity and positive predictive value,
depending on the symptomatic items comprising the combination. It is quite intuitive to
conjecture, however, that an individual who reports seven out of nine symptoms of epilepsy,
for example, may be more likely to have the disease than an individual who reports only four
of the symptoms. Also, the probability of having epilepsy for two individuals with different
combinations of four symptoms will not be the same. However, if the algorithm requires the
presence of at least any three symptoms, then all individuals meeting the requirement will
be classified as positive without differentiating. This is not optimal since a lot of information
is being discarded.

Other methods of developing algorithms — such as the linear discriminant function and
logistic regression — do take into account the combination of items and describe the presence
of a disease on a continuous scale. Each combination of items renders different values as op-
posed to mapping responses only to two categories: positive and negative. The differences in
the values represent the differences in the likelihood of having a disease depending on the ac-
tual responses to the symptomatic questions [6]. Because of the continuous scale of outputs,
these methods avoid the loss of information which happens when “minimum number of items
present” method is used. An algorithm developed using such methods is consistent with
the positive predictive values of the actual responses to symptomatic questions. Conversely,
algorithms based on the minimum number of observed symptomatic items are inconsistent
because they might classify individuals into test-positive and test-negative groups without
taking into account positive predictive values of the actual responses combinations. Despite
their merits, algorithms determined through the linear discriminant function and logistic
regression have one practical limitation: they require population-representative data on the
true presence of a disease obtained through a gold standard test along with responses to
the symptomatic items. This can be done in a small validation study, but is not practical
to do each time the prevalence of certain diseases needs to be measured in the population.
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2.2.2 Latent Class Analysis

Latent class analysis (LCA) is another method that is used in the analysis of symptomatic
screening data. LCA models assume that the true disease status of respondents is an un-
observed discrete latent variable (e.g., the latent variable may be dichotomous if the true
disease classification is “has disease” and “no disease”). The observed categorical symp-
tomatic response data are assumed to be related to the underlying discrete latent variable.
The goal of LCA analysis is to estimate parameters that characterize the relationship be-
tween the latent variable and the observed symptomatic item responses. Usually, LCA
analysis is used when gold standard information is unavailable, either because of the nature
of the disease or due to other constraints [24]. Suppose we have data on N individuals
each of whom has responded to K dichotomous items. As an example, consider two latent
classes: η = 0 (no disease) and η = 1 (has disease). The likelihood for LCA in this case is
given by:

L(Y) =
NY
i=1

1X
j=0

Pr(ηi = j)
KY
k=1

Pr(yik = 1|ηi = j)yik [1− Pr(yik = 1|ηi = j)]1−yik ,

whereY is the observed data matrix of responses to symptomatic items and Pr(yik = 1|ηi =
j) is the probability that individual i who is in latent class j has a positive response to item
k. In LCA, the posterior likelihood of being in a given class can be calculated based on
observed response patterns and using estimates of the unconditional likelihood of belonging
in a given class, Pr(ηi = j), and the likelihood of a positive and negative responses given
latent class membership. The formula is the same as the one given in equation 1 except for
the fact that we replace test performance with item responses.

Inferences based on LCA of item response data, however, can be extremely misleading.
Unlike the case with diagnostic tests, responses to symptomatic items for most conditions
are likely to suffer from differential item functioning (DIF). DIF occurs when there is sys-
tematic variation in response probabilities of individuals from different socio-demographic
backgrounds. So, for instance, one example of this would be if depressed men and women
have significantly different probabilities of responding affirmatively to a symptomatic item
related to lack of motivation. There is a voluminous literature on the issue of DIF in health
surveys [9],[10],[22],[28],[30],[52],[56],[59],[62]. In the presence of DIF, and in the absence
of other exogenous information, it is virtually impossible to detect a difference between
a higher probability of having a disease versus a higher likelihood of answering an item
affirmatively conditional on having the disease. In other words, there is an identification
problem underlying LCA models of symptomatic item responses. As a result, the validity
of inferences based on LCA models applied to symptomatic item response data is seriously
undermined.

In the next sub-section, we propose a model which we call the “probabilistic diagnosis
scale” which measures the presence of a disease in large population surveys on a probabilistic
scale and which does not need to be validated using a large-scale gold standard population-
representative survey. The model — which is related to LCA and based on Bayes theorem
— uses the validity parameters of each symptomatic item obtained from external validation
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studies.

2.2.3 Probabilistic Diagnosis Scale

The idea behind probabilistic diagnostic scale (PDS) is simple. The starting point is the
same as that given in equation 1 except for the fact hat that test performance Tik is replaced
with item response Qik:

Pr(D+i |Qi1, ..., QiK) =
Pr(D+i ) ·

KY
k=1

Pr(Qik|D+i )

Pr(D+i ) ·
KY
k=1

Pr(Qik|D+i ) + [1− Pr(D+i )] ·
KY
k=1

Pr(Qik|D−i )
. (2)

We are assuming for now that the conditional responses for the different items is inde-
pendent. In LCA, the prevalence as well as the sensitivity and specificity parameters are
estimated from item response. However, as mentioned earlier, this approach is susceptible to
a non-trivial identification problem: in the absence of additional exogenous information, the
estimation procedure cannot discriminate between a higher prevalence rate versus a greater
propensity to respond affirmatively given the disease among certain socio-demographic pop-
ulation sub-groups. In order to overcome this problem we propose the PDS approach. In
the PDS approach, we estimate some item response parameters using data from a separate
study where the likelihood of a positive response is derived from administering the ques-
tionnaire to diagnosed-positive respondents. In other words, Pr(Qik|D+i ) is derived from
a convenience sample. One advantage of this approach is in reverse-sampling: there is no
need to administer the questionnaire in the general population and then also diagnose the
respondents using a gold standard in order to estimate the parameters. Instead, a con-
venience sample of diagnosed respondents is administered the questionnaire. This is an
important innovation in terms of practical implementation, especially so for low-prevalence
diseases that would require large sample population-based surveys — with a concomitant im-
plementation of gold-standard diagnostic test(s) in the same sample — to get a reasonably
accurate estimation of item-response parameters.

The next section describes implementation of this approach for the World Health Survey.
In a subsequent section, we provide more details on the practical implementation of the
method using data from the World Health Survey.

3 World Health Survey (WHS)

The World Health Survey (WHS) is a nationally-representative survey of adults (older
than 18 years of age) in 72 participating countries. Sample sizes in each country vary
from 1,000 to 10,000 respondents. Depending on the survey mode, the WHS contains
modules on health intervention coverage, health insurance, health expenditure, indicators
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of “permanent income” (economic status), health occupations, health state descriptions,
health state valuation, risk factors, mortality, health system responsiveness, health system
goals, and social capital.2 As mentioned in the Introduction, the measurement of need is an
integral part in the measurement of health system coverage. In the WHS, for major diseases
and conditions, need is identified based on responses to symptomatic items such as the ones
listed in Table 1. Symptomatic items are included for depression, schizophrenia, angina, and
several other conditions. The determination of need requires information on the probabilities
of positive item responses with and without the disease or condition. This was done by
implementing a separate study — the Diagnosis Item Properties Study — on a convenience
sample of respondents with diagnosed diseases and conditions. These respondents were
administered the WHS symptomatic screening instrument for coverage.

3.1 Diagnosis Item Properties Study (DIPS)

The Diagnosis Item Properties Study (DIPS) is an auxiliary study to the WHS. Six coun-
tries participated in DIPS: Burkina Faso, Czech Republic, Ethiopia, Mexico, Malaysia, and
Slovak Republic. In each country site 80 diagnosed respondents were identified for each
of the following conditions: arthritis, angina, asthma, depression, schizophrenia, epilepsy,
tuberculosis, and cataract.3 Diagnosis was done based on gold standard tests as reported
in Table 3. For each condition, diagnosed respondents were administered the symptomatic
screening items corresponding to their condition from the WHS. The idea being that these
convenience-sample based DIPS responses could be used in the calculation of an estimate
of Pr(Qik|D+i ) which we denote by πk11. In a second stage, these estimates could then be
used in the WHS — where respondents do not have a gold standard diagnosis — to estimate
the probability of having a given disease or condition based on the observed pattern of item
responses.

In order to implement the Bayesian likelihood, an estimate of Pr(Qik|D−i ) — which we
denote by πk10 — is also required. The group of disease negatives will be selected from the
respondents of the WHS. As mentioned earlier, the WHS asks respondents the same symp-
tomatic questions as in DIPS. However, in addition, in the WHS each respondent is also
asked if he or she has ever been diagnosed with the condition in question by a medical profes-
sional. A negative response to the questions about previous diagnosis for all eight conditions
in question will be a criterion for considering the respondent as disease negative. Ideally,
disease negative status should be identified using the same gold standard diagnostic tests as
for the identification of positives. However, selection of negatives through a diagnostic test
will be expensive and technically more difficult than its convenient alternative, selection of
negatives from the WHS. Given the low prevalence of these eight conditions (most being
less than 5%) the chances of having disease positive individuals among randomly-selected
WHS respondents who have reported no previous diagnosis is expected to be negligible.

2More information on the WHS can be found at http://www.who.int/whs/.
3Some countries implemented only a sub-set of DIPS conditions.
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Table 3: Gold standard(s) for diagnosing conditions in DIPS

Disease/Condition Diagnostic test(s)

Arthritis X-ray
Angina Exercise stress (ECG)/Holter
Asthma Bronchial hypersensitivity

Dynamic and static lung volume and capacity tests
Eosinphil count (>250 to 400 cells/µL)

Depression Psychiatric examination
Schizophrenia Psychiatric examination
Epilepsy Neurological examination

EEG
Serum glucose, sodium, magnesium, and calcium

Tuberculosis Sputum smear exam
X-ray

Cataract Opthalmoscope

4 Methods

This section outlines the estimation method in more detail. The starting point is the
formula for estimating the probability of having a disease conditional on responses to a
series of symptomatic questions using Bayes’ theorem applied to the WHS:

Pr(D+i |Qi1, ..., QiK) =
Pr(D+i ) ·

KY
k=1

πk11

Pr(D+i ) ·
KY
k=1

πk11 + [1− Pr(D+i )] ·
KY
k=1

πk10

, (3)

which is basically equation (2) except for the fact that Pr(Qik|D+i ) and Pr(Qik|D−i ) are
replaced by their corresponding estimates from the DIPS study: i.e., by πk11 and πk10, re-
spectively. All that remains to compute the posterior probability of having the disease or
condition is some knowledge of Pr(D+i ), i.e., of the prior. Estimates of the prior can come
from several sources. One strategy could be to simply assume that no prior information is
available, i.e., this would correspond to the situation with uninformative priors. In other
words, the assumption would be that the prevalence of the disease or condition could take
any value between 0% and 100%, each being equally likely. This situation is depicted in
Figure 1. In this case, posterior estimates would be derived solely from the information
content in the set of individual responses to the symptomatic items. A second option would
be to base the prior on estimates derived from other sources such as epidemiological studies
of prevalence. A third option would be to derive priors from the WHS itself using informa-
tion on πk11 and πk10 from DIPS. This is because — on average — the aggregate proportion of
positive responses to any given symptomatic response item k — Pr(Q+k |D+) — can be related
to πk11 and πk10 as follows:
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Pr(Q+k |D+) = πk11 ·D+ + πk10 · (1−D+). (4)

Here, D+ is any given value of the population prevalence of the disease or condition. Note
that Pr(Q+k |D+) is now at the aggregate level, i.e., it is the proportion of positive responses
for an item k across all N individuals in the sample. With a sample size N and any
given value of prevalence D+, Pr(Q+k |D+) can be derived from the normal distribution
approximation: it is the likelihood of observing the observed proportion of positive responses
assuming the mean is N · [πk11 ·D++ πk10 · (1−D+)] and the standard deviation is N · [πk11 ·
D++πk10 · (1−D+)] · [1−πk11 ·D+−πk10 · (1−D+)]. Now, we can assume that the prior for
the prevalence is uninformative and use the equation (4) as our likelihood. The posterior
from the aggregate-level data can then be used as a prior for the individual-level analysis
in a subsequent step.

Pr
ob

ab
ilit

y 
de

ns
ity

0 .2 .4 .6 .8 1
Prevalence (D+)

Figure 1: Uninformative prevalence priors

5 Results

Data from the WHS and DIPS studies have just started to come in, and we report some pre-
liminary results from those data in this paper. The first sub-section summarizes the results
from the DIPS data for the estimation of π11’s. Subsequently, we discuss the estimation of
π10’s from WHS data.

5.1 π11 Estimation using DIPS

We begin by considering the case of depression. There were seven symptomatic screening
items for depression as shown in Table 4. Figure 2 plots the proportion of diagnosed
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depressed respondents that answered affirmatively to each of the seven symptomatic items
in three countries: Czech Republic, Malaysia, and Mexico. As can be seen, for the first
three items, the proportion of positive responses ranges between 60% and 80%. There is
more variance across the countries for the remaining four items. This is something that
needs to be investigated further as more data become available. There are several reasons
this may be occurring. One possibility is due to varying severities of depression in the
DIPS sample across the three countries. The other possibility could be due to cultural (or
other) DIF-related factors: there may be differing propensities of an affirmative response
conditional on disease status. A similar pattern of outcomes is observed for the case of
asthma (Table 5 and Figure 3).

Table 4: Symptomatic screening items for depression

1. Have you had a period lasting several days when you felt sad, empty,
or depressed?

2. Have you had a period lasting several days when you lost interest in
most things you usually enjoy such as hobbies, personal relationships,
or work?

3. Have you had a period lasting several days when you have been feeling
your energy level decreased or that you were tired all the time?

4. Was this period for more than two weeks?
5. Was this period most of the day, nearly every day?
6. During this period, did you lose your appetite?
7. During this period, did you notice any slowing down in your thinking?

Table 5: Symptomatic screening items for asthma

1. Have you experienced attacks of wheezing or whistling breathing?
2. Have you experienced attacks of wheezing that came on after you

stopped exercising or doing some other physical activity?
3. Have you experienced a feeling of tightness in your chest?
4. Have you woken up with a feeling of tightness in your chest in the

morning or any other time?
5. Have you had an attack of shortness of breath that came on without

obvious cause when you were not exercising or any other time?
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Figure 2: Preliminary estimates using DIPS: Depression

5.2 π10 Estimation using WHS

As mentioned earlier, π10 was estimated from the WHS. Disease negatives were assumed
to be respondents who had a negative response to all eight questions about previous di-
agnosis. Although this method of identifying negatives may not be perfect, it is unlikely
to have a major contaminating effect given the low prevalences of all the conditions in
question. Figures 4, 5, and 6 plot the distribution of responses disaggregated by sex, age,
and education for 12 WHS countries for which data were available. There are a couple of
interesting things to note. First, there are big cross-country differences in the proportion
of affirmative responses across countries for all three items. The proportion of affirmative
responses is very low in China, Ethiopia, Sri Lanka, and Vietnam. On the other hand,
there proportion is fairly high as in Bangladesh and the Czech Republic. These differences
are almost certainly due to DIF. Differences in education, awareness regarding depression,
income, and cultural propensities for self-reporting health problems are likely reasons for
such large observed differences in responses. Evidence of DIF brings into question the use of
standardized algorithms for diagnosing conditions such as depression as the results are not
comparable across countries. The problem exists even within countries: there is evidence of
wide-spread differences in the proportions of affirmative responses even within countries as
evidenced by the distribution of responses in a given country by age, sex, and education.

6 Discussion

In this paper, we have proposed one method for estimating the need for health care using
responses to symptomatic items in population surveys. The identification of respondents

14
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Figure 3: Preliminary estimates using DIPS: Asthma

who truly have a health care need is important for the measurement of health system
coverage, i.e., for the measurement of the probability of receiving a health intervention
given that the individual has a need for it. The method is based on the application of Bayes
theorem to estimate the likelihood of having a disease or condition based on a given pattern
of responses. The innovation in this method is that we derive the likelihood of a positive
response conditional on having the disease from a separate study of diagnosed respondents
who are also administered the symptomatic items. This allows for the incorporation of
exogenous gold-standard based information into the estimation without the implementation
of a gold-standard test in the entire population sample as only a convenience sample can
be used for estimation of the parameters. Some preliminary results were tabulated from
the WHS and DIPS studies. As more data become available, the method will allow for the
DIF-free estimation of prevalence of diseases as well of the coverage of health systems, the
latter being an important indicator and monitoring tool to measure the performance of the
health system.
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